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» [Data: size, complexity, I/O, formats, etc.
— |t takes a long time to read, write big data.
— Incompatible formats cause big| preblems.

o Workingwith bigdata: visual data analysis.

— Can you run a 1TB file through gnuploet or IDL?
— [Does gnuplot or IDL really do what you need?
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This is no joke!

pSciDAC

tific Discovery through Advanced Computing




o Serial vs. parallel /O
— ©@ne Vs, many writerstreans.

o Formats:

— [How: data Is wiitten out tordisk: wiat order, storage
format, etec.

— ASCII (ouch) vs. <many options>
— Want: format compatibility along the tool chain.
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Wialt happens: lifeach applicaton in 2o
chaln USES!IitS own unigue data
model/format?

What iffone or more formats changes during

a weekend coding session?

What i you want to look at results fromi a few
years ago?

What if you want to share results with your
colleagues?

. DEPARTMENT OF Ofﬁce of

) EN ERGY ' Science




— HDERECDE N pantaliselution (Why partialz)

o Datallayeutinsides  DESHIle eurchoice:
o Datargreuprnaming inside i HDESHile: your choice:

— Hopart: more complete selution;

» What is Hopart?
— Veneer APl sits atop HDES (LBNL+PSI effort)
— Simplifies use of HDES.

» Opague group naming.
 |Layout defined, managed by H5part.
« Open Source, see vis.lbl.gov
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HDF /O Tuning

Baseline

Collective Buffering
REemove firuncate
Chunking and Alignment
Enlarge B-tree

Defer Metadata
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o [Data: size, complexity, /@) jormats, eic.
— | takes aleng time: te read, Wiite: vig adata.
— |ncompatibleriermats cause bigl preklems.

* Working with big data: visual data analysis.

— Can you run a 1TB file through gnuploet or IDL?
— [Does gnuplot or IDL really' do what you need?
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* QU abllity te; creaie’ and store Infermation
EXCEEUS OUF capacity teorunaerstand it

* |niermation| requires, attention| te precess:
— “A wealth ofi Information creates, a poverty: of

attention.” — Hebenrt Simon, Nobel Prize, 1971.

» Major challenge: gain insight from data.

— Visualization, visual data analysis are excellent
tools for accomplishing this objective.
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WhathissQuenEDriven Visualization?

— Eindinteresting datas andilimitvisualization, analysis;
machine andicognitive processing o) that sulset:

One way te define interestingl 1s; withicompound
Poolean range queries.

— E.g., (CH, > 0.1) AND (T, < tempi< 1)
Quickly locate those data that are “interesting.”

Pass results along to visualization and analysis
pipeline.

Another view: “remove the haystack to see needles.” | ”l‘ |

. DEPARTMENT OF Ofﬁce of

| EN ERGY - Science




Render

The Canonical Visualization Pipeline
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=== CH, > 0.3 AND temp < T,

CH,>0.3 AND temp < T,
" T, <T,




s (Compare PERNOIMaNCENONSOCONIOURNGS

* Eornidaia values and kicellstintersecting the sulface:
s Vanching Cukess ©(17)

i Octireermethods: O(ki+kilog (n/k))
— Accelerations prunings sensitive tonoeisy data

. Span-space methods:
—  NOISE: O(sart(n) + k)
— ISSUE: Oflogi (/L) + sqgri(n)/LL + k)
» L is a tunable parameter
— Interval Tree: O(log n + k)

» FastBit: O(k) — the theoretical optimum.

— Profound performance gain for Petascale visualization!
* Our approach supports multidimensional queries

— Isocontouring is essentially a 1D query
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IHeW lerdeliner interesting %

Effective interfaces for:

— Supponting rapid intenregation, propagating queny results
oM step to) stepiinithe analysis process.

— Viultivariate visualization
— Drill=down (mining), linked/correlated views

Adapting, applying and deploying these principles
to many types of scientific data.
Data file/format challenges.
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Simulation Output
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s SimulatonE VORPALE 2D andrsiD:

o Particierdatas
— XV, (lecation); px; Py, Pz (moementunm); id:

— No: of particles pertimestep: ~ 0.47105= 3071 0°(in' 2D) and
~807106=200 *10¢ (in'3D) "\H

. Total size: ~1.5GB — >30GB, (in 2D) and ~100GB — >1 T8, (in 3D)

 Fleld data:

« Electric, magnetic fields, Rhod
Resolution: Typically ~0.02-0.03um longitudinally, and ~
0.1-0.2um transversely

« Total size: ~3.5GB - >70GB (in 2D) and ~200GB - >2TB (in
3D)
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o Parallel coerdinates
o Anlinteriace for sulbset selection:
o Almechanismrier displaying multlvarlate data.

* Problems withrlarge data

o \/isual clutter
* O(n) complexity

o Solution/Approach

» Histogram-based p- COSFdS
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2D Scatter-plot ) Parallel Coordinates

2D Histogram

Y
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Adaptive and Constant-sized Bins J

Regular Binning Adaptive Binning




Reguest Histograms

) J
FastBit Context
A 2D Histograms

Focus
Define Condition

.... Data Operator ¢——Ihresholds /|d's |
|

Select and Trace

Selected Data
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s Unaderstanding particle
PENAVIOF OVEN time:

= Alterfindinglinteresting 185} PX
particles and tracing them Y s 4 40330408 4367es1Q 87750410
tAreughItime, : v

Particles start out siow
(blue, left), undergo
acceleration (reds), then
slow again as the plasma
wave outruns them (blue,
right).

Spiral structure shows
particles oscillating
transversely in the
focusing field.
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* HeW e ERICIENLN ConStUCE 2rIStograni
— INaive appreach: ©(n)
— Better approach: use: Fastbit

* How! to efliciently’ do particle tracking?

— Naive approach: O(n?)
— Better approach: O(H"t) (use FastBit)
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Parallel Performance |: Histograms

Dataset: 100000 | "~ FastBitUncond.
» 3D dataset consisting of 100 timesteps ¥ Custom Uncond.
o : : FastBit Cond.
» ~177 million particles per timestep Custom Cond.
» ~10 GB per timestep
» ~1TB total size

10000 F

1000 E

4

Time (s)

Test platform: (as of July.2008) 100 |
» franklin.nersc.gov i
* 9,660 nodes, 19K cores Cray XT4 system 10 |
* Filesystem: Lustre Parallel Filesystem i
« Each node consists of: i e

» CPU: 2.6 GHz, dual-core AMD Opteron 10

* Memory: 4GB Number of Nodes

* OS: Compute Node Linux

FastBit Uncond. —
i Custom Uncond.
Test setup: [ FastBit Cond.

« Restrict operations to a single core of each node to - Custom Cl‘gl‘égi
maximize 1/O bandwidth available to each process [
* Assign data subsets corresponding to individual
timesteps to individual nodes for processing

» Generate five 1024x1024 histograms for position
and momentum fields at each timestep
 Conditon: px>7*1010

* Levels of parallelism: 1, 2, 5, 10, 20, 50, 100
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Parallel Performance ll: Particle Tracking

FastBit E
Custom

""-a,ﬂ________

Test setup:

» Same as for histogram computation

* Track 500 particles (Condition: px>1011)
over 100 timesteps

Time (s)
=

Results:
» FastBit is able to track 500 particles
over 1.5TB of data in 0.15 seconds

10
Number of Nodes

FastBit
Custom

Performance of original IDL scripts: tdeal

» ~2.5 hours to track 250 particles in
small 5GB dataset

% U.S. DEPARTMENT OF Office of
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» b U.S

o Several technoelegies rom this preject have
PEEN! preductized in Visit and ane available
10 the entire worlaL®

— Parallelfcoerdinates interface (traditionalland
histegram-based)

— Hopart, FastBit-enabled file loader to support
parallel collective I/O; including index/query.

— |ID-based, or “"named” queries.
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o Presentation visualization

— You know what's thererand
wWant tersheow! it to; Semeone
else

* Analytical Visualization

— You know what you are looking
for

» Discovery Visualization

— You have no idea what you're
looking for
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* Computing hazards: eut el ScCope o thisttalke

= [£.0), selvers; multicere; 10N EI00VIIcores; progiammingiand
execution models; ete.

<D pezars T

— Serial vs. parallell/©

— Data models and formats.

; _
» \/isual data analysis hazards -I

— What problem are you trying to solve?

— Sufficiently capable tools?

— Effective tools?

— |/O issues, data duplication? i
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